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QUANTUM INFORMATION

Random unitaries in 
extremely low depth
Thomas Schuster1,2,3*, Jonas Haferkamp4,5*, Hsin-Yuan Huang3,2,6* 

Random unitaries are central to quantum technologies and the 
study of complex quantum many-body physics. However, 
existing protocols for generating random unitaries require long 
evolution times and deep circuits. In this work, we prove that 
local quantum circuits can form random unitaries in extremely 
low depth on any geometry. These shallow circuits have low 
complexity and create only short-range correlations, yet are 
indistinguishable from random unitaries with exponential 
complexity. This finding contrasts sharply with classical 
systems, in which a long evolution time is required to appear 
random. Our results have widespread applications across 
quantum science, from device benchmarking to quantum 
advantages. Moreover, they reveal that fundamental physical 
properties—including evolution time, causal structure, and 
phases of matter—are provably hard to learn.

Random processes are fundamental to both technology (1–5) and our 
understanding of nature (6–8). In quantum systems, the analog of a 
random process is a Haar-random unitary operation. Random unitaries 
form the backbone of numerous components of quantum technologies, 
including quantum device benchmarking (9–11), efficient measure-
ment protocols (12–14), quantum advantage demonstrations (15–18), 
and quantum cryptography (19–21). They also serve as essential models 
for understanding quantum chaos (22–24), quantum machine learning 
(25–27), and quantum gravity (28, 29).

A central open question concerns the minimal time, or circuit depth, 
needed for a local quantum circuit to behave like a Haar-random uni-
tary. This determines both the resources required to implement such 
unitaries on a quantum device and their relevance as models of physical 
systems. Although a true Haar-random unitary requires exponential 
time to generate, two important approximations have emerged: ap-
proximate unitary k-designs (30–33), which mimic a Haar-random 
unitary U  in any experiments using U  up to k times, and pseudoran-
dom unitaries (19, 34, 35), which mimic a Haar-random unitary in any 
efficient quantum experiments (Fig. 1). Enormous effort has gone into 
constructing these random unitaries in as low a depth as possible 
(19, 34–45). Despite extensive research, all known constructions re-
quire circuit depths that grow polynomially with the qubit count n.

In this work, we show that local quantum circuits can form random 
unitaries in exponentially lower depths on any circuit geometry, in-
cluding a one-dimensional (1D) line. Our construction glues together 
small random unitaries on local patches of log n or poly(logn) qubits 
to create approximate designs or pseudorandom unitaries on n qubits 
(Fig. 2). By instantiating the small random unitaries with ex
isting constructions (34, 35, 43, 45), we achieve three main results: 
approximate unitary designs in log n depth on any circuit geometry, 

and pseudorandom unitaries in poly(logn) depth on any geometry, 
and poly(log logn) depth in all-to-all-connected circuits. In all three 
cases, we prove that our achieved scaling in the system size n 
is optimal.

Our results reveal a sharp contrast with classical systems, in which 
a time/depth linear in the system size n is necessary to mimic truly 
random classical dynamics. The fact that quantum dynamics can be-
come indistinguishable from random in exponentially shorter time 
than classical dynamics is surprising in many regards. Indeed, several 
extremely basic properties of physical systems, such as their causal 
structure and entanglement entropy, require at least linear depth to 
approach their truly random behaviors. If these properties were effi-
ciently observable, they could be used to distinguish our constructed 
short-time random unitaries from exponential-time Haar-random 
unitaries. The resolution to this seeming contradiction is that our 
results prove that these basic physical properties are in fact not effi-
ciently observable in any quantum experiment that can access the 
unitary U  many times (46).

These discoveries have wide-ranging implications across quantum 
science. In classical shadow tomography (12, 47–49), our approximate 
unitary designs enable estimation of highly nonlocal observables using 
log-depth instead of linear-depth circuits. This substantially reduces 
the experimental resources needed for classical shadows, making near-
term implementations feasible for larger qubit counts. In many-body 
physics, our pseudorandom construction rigorously establishes that 
identifying topological order (50) is super-polynomially hard for any 
quantum experiment. Additional applications include quantum 
advantages for learning low-complexity dynamics and improved hard-
ness results for random circuit sampling (15).

Low-depth random unitary designs
We now introduce our random circuit construction (Fig. 2) and present 
our main results. For simplicity, we begin with the simplest possible 
circuit geometry: a 1D line. We organize the n qubits of the 1D line 
into m local patches of ξ = n∕m qubits each. Our random unitary 
ensemble  corresponds to a two-layer circuit, in which small random 
unitaries act on pairs of neighboring patches in a brickwork fashion 
between the two layers. When these small random unitaries have depth 
d in terms of two-qubit gates, our proposed construction has total 
circuit depth 2d.

We first show how our construction yields low-depth unitary de-
signs. An ensemble  forms an ε-approximate unitary k-design if it 
approximates the Haar ensemble H up to error ε in any quantum 
experiment querying U  up to k times. The gold standard for quantify-
ing this approximation (38) is

where Φ (⋅) = �
U∼

[

U⊗k
⋅U †,⊗k

]

, and similarly for ΦH. Here, Φ ≤ Φ’ 
denotes that Φ’ − Φ is completely positive. Physically, this inequality 
guarantees that the output state of any experiment involving U  sam-
pled from  up to k times is 2ε-close in trace distance to the output 
state when U  is sampled from the Haar ensemble H.

Let us assume that each small random unitary in the two-layer brick-
work ensemble  is drawn independently from an ε∕n-approximate 
unitary k-design on 2ξ qubits. Our main result shows that the resulting 
ensemble  forms an ε-approximate unitary k-design whenever the 
number ξ of qubits in each local patch is at least logarithmic in 
n, k, and ε−1.

Theorem 1 (Gluing small random unitary designs) For any ap-
proximation error ε ≤ 1, suppose each small random unitary in the 
two-layer brickwork ensemble  is drawn from an ε∕n-approximate 
unitary k-design on 2ξ qubits with circuit depth d. Then   forms 
an ε-approximate unitary k-design on n qubits with depth 2d, when-
ever the local patch size satisfies ξ ≥ log2

(

nk2∕ε
)

.

(1−ε) ΦH ≤ Φ ≤ (1+ε) ΦH  (1)
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The main ideas and technical lemmas behind the theorem are de-
scribed in the materials and methods (51). Proof details are provided 
in the supplementary text section 3.3.

By using existing constructions of random unitary designs for the 
small random unitaries, Theorem 1 immediately yields designs in very 
low depth.

Corollary 1 (Low-depth random unitary designs) Random quan-
tum circuits over n qubits can form ε-approximate unitary k-designs 
in circuit depth: d = (log(n∕ε) ⋅kpoly(log k)), for 1D circuits without 
ancilla qubits and k ≤ Θ

(

22n∕5
)

, and d = (log log (n∕ε)), for all-to-all 
circuits with (n log(n/ε)) ancilla qubits and k ≤ 3.

For general k, we take each small unitary to be a 1D local random 
circuit on 2ξ qubits, which forms an ε∕n-approximate k-design in 
depth d = ((kξ+ log(n∕ε))poly(log k)) for k ≤ Θ

(

22(2ξ)∕5
)

 (45, 52). For 
k ≤ 3, we use random Clifford unitaries (53), implementable in depth 
d = (log ξ) using ancilla qubits and nonlocal two-qubit gates (54). In 
both cases, our result exponentially improves the system size n depen-
dence over all known constructions.

Finally, we prove that the system size n dependence of our approxi-
mate unitary designs is optimal for both 1D circuits and general all-
to-all circuit architectures.

Proposition 1 (Depth lower bound for unitary designs) Consider 
any k ≥ 2. A quantum circuit ensemble over n qubits that forms an 
approximate unitary k-design requires circuit depth: d = Ω(logn), for 
1D circuits with any number of ancilla qubits, and d = Ω(log logn), for 
all-to-all circuits with any number of ancilla qubits.

The proposition follows by analyzing the output distribution when 
a state U �0

n
⟩ is measured in a random product basis. When U  is too 

shallow, the output distribution features large fluctuations in its low-
weight marginals that differ from those of a Haar-random unitary 
(51). A lower bound proving the optimality of our ε dependence is in 
the supplementary text section 3.6.

Low-depth pseudorandom unitaries
We now show how our construction (Fig. 2) also yields low-depth 
pseudorandom unitaries (PRUs). PRUs are random unitary en-
sembles that are indistinguishable from the Haar ensemble by 
any efficient quantum algorithm that can query U  many times 
(19, 42, 43). Specifically, an n-qubit PRU is secure against a t(n)-
time adversary if it is indistinguishable from a Haar unitary by any 
t(n)-time quantum algorithm. An introduction to PRUs is in sup-
plementary text section 4.

Although several PRU constructions have 
been proposed (19, 34, 35, 42, 43), all known 
constructions require circuit depth poly(n). To 
construct PRUs in exponentially lower depths, 
we draw each small random unitary in our 
two-layer brickwork ensemble  from a PRU 
ensemble on 2ξ qubits, setting ξ = ω(logn). We 
assume that each small unitary is secure 
against poly(n)-time quantum adversaries. 
Because ξ = ω(logn), a poly(n)-time adversary 
is an exp(o(ξ))-time adversary, which is auto-
matically satisfied by using any PRU ensemble 
with subexponential security (34). Our main 
finding is that the resulting ensemble  forms 
an n-qubit PRU (51).

Theorem 2 (Gluing small pseudoran-
dom unitaries) Suppose each small ran-
dom unitary in the two-layer brickwork 
ensemble  is a 2ξ-qubit pseudorandom uni-
tary secure against poly(n)-time adversaries 
for ξ = ω(logn). Then  forms an n-qubit pseu-
dorandom unitary secure against poly(n)-time 
adversaries.

Using existing PRU constructions (34, 35, 43) to instantiate each 
small random unitary, which rely on the widely accepted conjecture 
regarding the quantum hardness of learning with errors (LWE) (55), 
we obtain n-qubit pseudorandom unitaries in the following low 
circuit depths.

Corollary 2 (Low-depth pseudorandom unitaries) Under the 
conjecture that no subexponential-time quantum algorithm can solve 
LWE, random quantum circuits over n qubits can form pseudorandom 
unitaries secure against any polynomial-time quantum adversary in 
circuit depth: d = poly(logn), for 1D circuits, and d = poly(log logn), 
for all-to-all circuits.

Our depth improves exponentially over all known proposals 
(19, 34, 35, 42, 43), which require poly(n) depth for 1D circuits and 
poly(logn) depth for all-to-all circuits. Moreover, our scaling is optimal: 
Recent work shows that any 1D circuit of depth (logn) and any gen-
eral circuit of depth (log logn) can be learned in polynomial time 
(56), implying that 1D circuits require ω(logn) depth and general cir-
cuits require ω(log logn) depth to form PRUs. These shallow quantum 
circuits have extremely low complexity and generate only short-range 
entanglement, yet they are indistinguishable from unitaries with ex-
ponential complexity. This result shows that the evolution time of a 
quantum system is not physically observable, even when considering 
the two extremes of poly(logn) and exp(n) time scales.

Comparison between quantum and classical circuits
It is instructive to contrast our results with random classical circuits. 
A simple light-cone argument (Fig. 3) shows that it easy to distin-
guish short-time from long-time classical dynamics, and hence 
classical circuits require depth d = Ω(n) in 1D and d = Ω(logn) in 
all-to-all geometries to be indistinguishable from exponentially com-
plex truly random dynamics. By contrast, quantum dynamics become 
indistinguishable from truly random dynamics in exponentially 
shorter time.

This exponential reduction is made possible by a fundamental fea-
ture of quantum mechanics: the abundance of noncommuting observ-
ables. To distinguish any circuit (classical or quantum) from a truly 
random one, an observer must eventually measure the system in some 
chosen basis. Noncommuting observables allow quantum circuits to 
locally hide information in observables unlikely to commute with any 
fixed basis. This causes measurement outcomes to be nearly indepen-
dent of the random unitary’s details, enabling it to appear exponen-
tially complex at very low depths. We formalize this intuition in our 

A B

Fig. 1. Random unitaries and quantum experiments. The central question we seek to answer is: How shallow can 
a quantum circuit be while replicating the behavior of a Haar-random unitary? (A) A Haar-random unitary over n 
qubits requires a circuit depth that grows exponentially in n. Approximate unitary k-designs replicate the behavior of 
Haar-random unitaries within any quantum experiment that queries the unitary k times. Pseudorandom unitaries 
replicate the behavior of Haar-random unitaries within any efficient quantum experiment. (B) Any quantum 
experiment can be represented as follows: An observer prepares an initial state �Ψinit ⟩, applies the unitary U many 
times, interleaved with many quantum circuits for quantum information processing, and concludes by performing a 
measurement (not shown).
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proof of the lower bound on unitary designs in the materials and 
methods (51).

Creating random unitaries on any geometry
We provide two methods to extend our construction from 1D circuits 
to any circuit geometry. Our first method shows that any depth-d 
quantum circuit on a 1D line can be implemented on any geometry in 
depth (d). The key is to efficiently construct a path on the geometry 
that visits every qubit exactly once. Although such paths do not always 
exist and are generally hard to find, we prove that allowing jumps to 
constant-distance neighbors guarantees the existence of an efficiently 
constructible path (Fig.  3B). Two-qubit gates between constant-
distance neighbors can then be implemented using a carefully de-
signed swap network. Our second method extends Theorem 1 directly 
to general two-layer brickwork circuits. This enables gluing together 
small random unitaries on various geometries of interest, such as a 
2D circuit consisting of overlapping squares (fig. S1C). Both methods 
apply to both our constructions of low-depth unitary designs and low-
depth PRUs. Details are in supplementary text section 5.

Applications
We now present key applications of our results (Fig. 4), with full details 
in supplementary text section 6.

Provably efficient shallow classical shadows
Classical shadows use random measurements to estimate many non-
commuting observables (12). Standard shadow protocols require ran-
dom Clifford unitaries, with linear circuit depth. We prove these can 
be replaced by log n-depth Clifford circuits from our construction while 
maintaining the same sample complexity guarantees, confirming con-
jectures in (47, 48). A key motivation for these shallow shadow proto-
cols is to address experimental limitations on circuit depths due to 
noise in quantum devices. Given any linear-depth circuit compilation 

of random Clifford circuits, our construction can 
achieve a provable 2 to 3 times reduction in circuit 
depth for n = 100 qubits and a 100 times depth reduc-
tion for n = 6000 qubits.

Quantum hardness of recognizing topological order
The detection of topologically ordered phases of matter 
has remained a notoriously difficult challenge across 
both materials and atomic, molecular, and optical ex-
periments (50, 57, 58). A defining feature of topological 
order is its invariance under low-depth local unitary 
circuits (50). Using Corollary 2, we prove:

Corollary 3 (Hardness of recognizing topologi-
cal order) For any definition of topological order where (i) the product 
state has trivial order and the toric code state has nontrivial order, 
and (ii) this order is preserved under any depth-� geometrically local 
circuit, recognizing topological order is quantum computationally 
hard for any � = Ω(polylog n).

The criteria in the corollary apply to nearly all existing definitions 
of topological order (59).

Quantum advantage for learning low-complexity quantum systems
Several well-known quantum learning advantages (60–63) have so far 
applied only to highly complex systems. For instance, distinguishing 
a random unitary from a depolarizing channel requires superpolyno-
mial time for classical observers but is easy for quantum observers 
(62, 63). Until now, this advantage was only known for Haar-random 
unitaries, which require exp((n)) time to generate and are thus poor 
models for physical processes. Our results show that this superpolyno-
mial advantage holds for dynamics of double-exponentially shorter time, 
poly(logn). We also establish similar quantum-classical separations for 
learning entanglement structure in short-range entangled states.

The power of time-reversal for learning causal structures
Leveraging interaction engineering techniques, some modern quan-
tum experiments have the ability to time-reverse their dynamics 
(64–66). A surprising consequence of our results is that such experi-
ments can learn properties of quantum dynamics exponentially more 
efficiently than standard experiments lacking time reversal (67, 68). 
This advantage is particularly pronounced for uncovering the causal 
structure of the dynamics. For example, our results show that detecting 
whether a shallow circuit contains only local interactions versus a mix 
of local and long-range couplings is hard without time reversal, but 
becomes easy with it; see supplementary text section 6.4. This separa-
tion is fundamentally quantum mechanical, following light-cone argu-
ments similar to those in Fig. 3A.

A B

Fig. 3. Comparison with classical circuits, and extension to any circuit geometry. (A) Shallow random classical circuits cannot look uniformly random. By contrast, our 
results show that shallow random quantum circuits can already look Haar-random. (B) To create random unitaries on any circuit geometry, we implement a 1D random circuit 
along a Hamiltonian path of the geometry. Although Hamiltonian paths do not exist in any geometry, when jumping to constant-distance neighbor is allowed, they always exist 
and are efficient to construct.

A CB

Fig. 2. Low-depth random unitary construction. (A) We consider a two-layer brickwork circuit, in which 
each small unitary acts on 2ξ qubits in each layer. (B) To generate ε-approximate unitary k-designs in log n 
depth, we draw each small unitary from an approximate unitary k-design on 2ξ = 2log2

(

nk2∕ε
)

 qubits.  
(C) To generate pseudorandom unitaries in poly

(

log n
)

 depth, we draw each small unitary from a 
pseudorandom unitary ensemble, such as the PFC ensemble (34, 35, 43), on 2ξ = ω

(

log n
)

 qubits.
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Output distributions of random quantum circuits
Random circuit sampling (RCS) is a leading candidate for quantum 
computational advantage (15). Proofs of its hardness require both 
worst-case hardness and anti-concentration (16, 17)—requirements 
previously met only in 2D circuits of depth Ω(

√

n) (40). Our approxi-
mate unitary 2-designs achieve both properties in depth log n. 
Furthermore, using higher-k designs, we prove that at depth Ω(logn), 
the output distributions of random circuits are far from uniform 
with probability close to one, and at depth poly(logn), they become 
computationally indistinguishable from uniform while remaining 
far from it.

Barren plateaus in variational quantum algorithms
Variational quantum algorithms represent a promising approach for 
quantum computing applications (27). However, these algorithms en-
counter optimization challenges known as barren plateaus, which arise 
when the parameterized quantum circuits approach unitary 2-designs 
under random initialization, leading to vanishingly small loss function 
variances (25). As an ε-approximate unitary 2-design yields a loss 
function variance of 

(

ε+
1

2
n

)

, our results imply that barren plateaus 
with loss function variance ϵ emerge at circuit depths of only 
(log(n∕ϵ)) for both local and global observables. This scaling reveals 
that circuits with depth slightly higher than logarithmic, e.g., 
d = Ω

(

log(n)2
)

, inevitably produce barren plateaus with variance 
smaller than any 1∕poly(n), creating insurmountable optimization 
barriers even for shallow quantum circuits with local cost functions 
(69). These results underscore the need for structured, problem-
specific ansätze for practical applications.

Discussion
We have shown that random unitaries can be naturally generated in 
extremely low circuit depths. Our results reveal a surprising and pro-
found property of quantum circuits that differs fundamentally from 
those of classical systems. Our construction of random unitaries is 
both exceptionally simple and highly versatile, offering benefits from 
both experimental and theoretical perspectives.

These discoveries open numerous avenues for future research. 
The applications that we have explored likely represent only a fraction 
of the potential impact, given that random unitaries are ubiquitous 
tools in quantum technology and in understanding complex quantum 
processes. In quantum benchmarking, efficient learning using ran
dom unitaries extends to fermionic, bosonic, and Hamiltonian systems 

(13, 24, 70–72). Can one show that the for-
mation of random unitaries in extremely 
short times applies to these systems as 
well? In quantum gravity, a widespread 
conjecture states that black holes are 
the fastest scramblers in nature (28). 
If we consider scrambling to be the for-
mation of random unitary designs, could 
our discovery of surprisingly fast de-
sign formation on any geometry pro-
vide new insight into quantum black 
holes and the holographic correspon-
dence (73, 74)?

Perhaps most intriguingly, the ability 
to generate random unitaries in ex-
tremely low depth reveals fundamental 
limits on what is physically observable. 
Our results show that several fundamental 
physical properties—evolution time, 
phases of matter, and causal structure—
are provably hard to learn through con-
ventional quantum experiments. This 
raises profound questions about the na-

ture of physical observation itself: What other fundamental physical 
properties might be intrinsically hard to measure? What are the implica-
tions of these properties being imperceptible? Should physical theories 
contain quantities that are fundamentally hard to see, or does this 
suggest a deeper principle about the nature of physical reality?
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